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MIFinLab
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Novel Quantitative Finance techniques from elite
and peer-reviewed journals.
Written in Python and available on PyPi
pip install mifinlab
Implementing algorithms since 2018

Top 5-th algorithmic-trading package on GitHub

H mifinlab

MIFinlab helps portfolio managers and traders who
want to leverage the power of machine learning by
providing reproducible, interpretable, and easy to

use tools.

@ Python Y 1.5k % 403

github.com/hudson-and-thames/mlfinlab
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Examples of use

45+ Notebooks to try implemented functions = =

L:J research

Notebooks based on financial machine learning.

@ Jupyter Notebook Y 666 % 240

github.com/hudson-and-thames/research
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We can see that the Theory-implied correlation matrix is less noisy and has a clearly defined structure in comparison to the Empirical correlation matrix.

If we want to measure the similarity of the Empirical correlation matrix and the Theory-implied correlation matrix, we can use the correlation matrix distance introduced by
Herdin and Bonek in a paper AMIMO Cerrelation Matrix based Metric for Characterizing Non-Stationarity available here. The distance is calculated as:

Y5
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Where 3_,. 3., are the two correlation matrices and the ILll; is the Frobenius norm.

"The distance d'zl, 23: measures the orthogonality between the considered correlation matrices. It becomes zero if the correlation matrices are equal up to a scaling
factor. and one if they differ to a maximum extent".

distance = tic.corr_dist(etf_corr, etf_tic)

al and the theory-implied correlation matrices is' , distance)

P ie distance between empir

The distance between empirical and the theory-implied correlation matrices is 0.035661302090136515

The correlation matrices are different but are not too far apart. This shows that the theory-implied correlation matrix blended theory-implied views with empirical ones.



Codependence Module
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Pearsonb6s Correl at
Distance correlation

Angular distance

Information-Theoretic Codependence

GPR and GNPR distances
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Pearson corr: 0.99
Norm.mutual info: 0.70
Distance correlation: 0.99
Information variation: 0.47

Pearson corr: 0.11
Norm.mutual info: 0.63
Distance correlation: 0.53
Information variation: 0.73
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Pearson corr: 0.06 4{ |Pearson corr: 0,03
Norm.mutual info: 0.38 Norm.mutual info? 0.02
Distance correlation: 0.52 Distance correlation: 0.06 .
Information variation: 0.76 Information variation: 0.99 | ® o
#Max correlation: 0.96 Max correlation: 0.21, _ * (S &
oo
2 o
0
.
.
.
-2
. .
= . =
.
-3 -2 -1 0 1 2 -3 -2 -1 0 i f 3 a




Rf bst po3t
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Measures linear codependency neglecting

non-linear relationships.

Correlation is highly influenced by outliers.

Correlation is typically meaningless

unless the two variables follow a bivariate

Normal distribution.
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According to Lopez de Prado:
T Cor r &k #Batwvdad measure of financial codependence. Many
financial relationships are ndinear, and correlation fails to

recognizé h e mT



Distance correlation

Anon-ineargener al i zat i @orrelaién Pear sonds

introduced in 2005by G8 b & ®k.e |l vy

Properties:

O rQéukcd) Qs

0 & uacd L r z :and;areindependent

0 Computationally expensive at 1:J%;vs 1:J;for
Pearsonds correlation

0 Has analogs for the ordinary moments: Distance

variance, Distance standard deviation, and Distance

covariance.

According to Lopez de Prado:
T Di st ance deiutepreted as the averadamard

productof the doublycentered Euclidean distance matrices<of
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